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README

Caractéristiques d’entrées et sorties

Entrées :

-Corpus :

Non vide,

Tout en minuscules,

Sans lettres accentuées,

Sans signes de ponctuations,

Ne commence pas par un espace,

Ne fini pas par un espace.

-Mots :

Non vide,

Tout en minuscules,

Sans lettres accentuées

Sans signes de ponctuations,

Sorties :

1. Construction d'un modèle de langage

Etudes des occurrences et des fréquences des lettres dans les corpus donnés.

Question 1 :  
Afin de compter le nombre de fois qu'une lettre w est utilisée, nous parcourons le corpus en comptant le nombre d'occurrence d'une lettre sans prendre en compte les espaces.

Question 2 :  
Afin de calculer la probabilité d'une lettre sachant une langue, nous effectuons le ratio entre le nombre d'occurrence de la lettre et le nombre de caractère total du corpus.

Détailles du corpus « french »:

Nombre de lettres : 3858

Fréquences :

[a] - 0.0736132711249352

[b] - 0.007257646448937273

[c] - 0.03602903058579575

[d] - 0.047952306894764124

[e] - 0.1472265422498704

[f] - 0.01658890616899948

[g] - 0.013737687921202696

[h] - 0.01088646967340591

[i] - 0.07879730430274753

[j] - 0.0038880248833592537

[k] - 0.0018144116122343183

[l] - 0.052358735095904614

[m] - 0.02695697252462416

[n] - 0.07439087610160705

[o] - 0.056246759979263865

[p] - 0.033696215655780196

[q] - 0.010368066355624676

[r] - 0.07465007776049767

[s] - 0.08916537065837221

[t] - 0.06842923794712286

[u] - 0.05391394504924832

[v] - 0.012700881285640227

[w] - 7.776049766718507E-4

[x] - 0.00414722654224987

[y] - 0.003110419906687403

[z] - 0.0012960082944530845

Détailles du corpus « dutch »:

Nombre de lettres :4094

Fréquences :

[a] - 0.07156814851001465

[b] - 0.017342452369320957

[c] - 0.009281875915974597

[d] - 0.05911089399120664

[e] - 0.18783585735222277

[f] - 0.0056179775280898875

[g] - 0.03395212506106497

[h] - 0.02247191011235955

[i] - 0.06888128969223253

[j] - 0.019296531509526135

[k] - 0.02344894968246214

[l] - 0.03346360527601368

[m] - 0.018563751831949193

[n] - 0.1038104543234001

[o] - 0.05227161700048852

[p] - 0.01441133365901319

[q] - 0.0

[r] - 0.0625305324865657

[s] - 0.04103566194430874

[t] - 0.07376648754274548

[u] - 0.02515876893014167

[v] - 0.0268685881778212

[w] - 0.012212994626282364

[x] - 9.770395701025891E-4

[y] - 2.442598925256473E-4

[z] - 0.015876893014167073

Détailles du corpus « english »:

Nombre de lettres :3141

Fréquences :

[a] - 0.07449856733524356

[b] - 0.015600127347978351

[c] - 0.03374721426297358

[d] - 0.037886023559375995

[e] - 0.14676854504934733

[f] - 0.025787965616045846

[g] - 0.015281757402101241

[h] - 0.04680038204393505

[i] - 0.07577204711875199

[j] - 0.002228589621139764

[k] - 0.002228589621139764

[l] - 0.02865329512893983

[m] - 0.025787965616045846

[n] - 0.0795924864692773

[o] - 0.06844953836357848

[p] - 0.021649156319643426

[q] - 0.001591849729385546

[r] - 0.06176376950015919

[s] - 0.06653931868831582

[t] - 0.09678446354664119

[u] - 0.024832855778414518

[v] - 0.014645017510347023

[w] - 0.013689907672715695

[x] - 0.0019102196752626551

[y] - 0.01687360713148679

[z] - 6.367398917542184E-4

Détailles du corpus « italian »:

Nombre de lettres :3949

Fréquences :

[a] - 0.13902253735122816

[b] - 0.010888832615852115

[c] - 0.05216510508989618

[d] - 0.04355533046340846

[e] - 0.10433021017979235

[f] - 0.010382375284882249

[g] - 0.015446948594580907

[h] - 0.014180805267156243

[i] - 0.09951886553557862

[j] - 0.0

[k] - 0.0

[l] - 0.07242339832869081

[m] - 0.026589009875917953

[n] - 0.06280070904026336

[o] - 0.08711066092681692

[p] - 0.026589009875917953

[q] - 0.005824259306153457

[r] - 0.062294251709293494

[s] - 0.053178019751835906

[t] - 0.046594074449227654

[u] - 0.03140035452013168

[v] - 0.03064066852367688

[w] - 0.0

[x] - 0.0

[y] - 0.0

[z] - 0.0050645733096986575

Détailles du corpus « General Corpus »:

Nombre de lettres : 15042

Fréquences :

[a] - 0.09041350884190932

[b] - 0.012697779550591677

[c] - 0.032508974870362986

[d] - 0.04773301422683154

[e] - 0.14692195186810264

[f] - 0.013894428932322829

[g] - 0.020010636883393166

[h] - 0.022403935646855472

[i] - 0.08090679430926738

[j] - 0.006714532641935913

[k] - 0.007312857332801489

[l] - 0.04753357266320968

[m] - 0.024331870761866773

[n] - 0.08044143066081638

[o] - 0.06581571599521341

[p] - 0.024065948677037628

[q] - 0.004520675442095466

[r] - 0.06541683286796969

[s] - 0.06189336524398351

[t] - 0.07007046935247972

[u] - 0.03410450737933785

[v] - 0.02167264991357532

[w] - 0.006382130035899481

[x] - 0.0017284935513894428

[y] - 0.0043877143996808934

[z] - 0.0061162079510703364

Question 3 :

Afin de calculer la probabilité d'observer le mot anglais "statistics" dans le corpus "english", c'est à dire que le mot appartienne à cette langue, nous avons utilisé la formule suivante :

p(statistics | anglais) = p(s | anglais)3 \* p(t | anglais)3 \* p(a | anglais) \* p(i | anglais)2 \*

p(c | anglais)

= 3.85 \* 10-12

De même pour la probabilité d'observer le mot anglais "probability" sur un corpus "general" composé de quatre autres : "french", "english", "deutch", "italian".  
p(probability) = p(p) \* p(r) \* p(o) \* p(b)2 \* p(a) \* p(i)2 \* p(l) \* p(t) \* p(y) = 1.57 \* 10-12

Exercice 2 : Prédiction de la langue d'un mot

Question 4 :  
Expliquez pourquoi il n'est pas nécessaire de déterminer la probabilité p(w).

On a la formule suivante : p(l/w) = p(w/l) \* p(l) / p(w)  
Or p(w) est constante, car p(w) correspond à la probabilité que ce mot appartienne aux quatre corpus, il ne dépend pas de la langue choisie dans p(l/w).

On notera aussi que p(l) est constante, car correspond à la probabilité que la langue "l" soit choisie. Note programme possède quatre corpus, alors p(francais) = p(anglais) = p(li) = 1/4.

Question 5 :  
Dans le cas où on cherche seulement la fonction permettant de déterminer la langue d'un mot, il nous suffira de calculer la probabilité du mot sachant une langue pour chaque corpus, puis de comparer les valeurs obtenues en choisissant la langue associée au corpus de la plus grande.

Question 6 :

Les résultats obtenus lors de l'évaluation du système sont les suivants:  
ERROR: president : french au lieu de english  
ERROR: fatta : english au lieu de italian  
ERROR: daar : italian au lieu de dutch  
ERROR: peter : french au lieu de english  
ERROR: che : english au lieu de italian  
ERROR: chocolate : italian au lieu de english  
ERROR: thanks : dutch au lieu de english  
ERROR: mean : dutch au lieu de english  
Les performances de notre programme associé à la fonction d'erreur donnée se calcule en fonction du nombre d'erreur (8) et du nombre de réponses (17).  
l = 0.53

On notera que certain mot possède la même orthographe dans différent corpus. Dans la liste ci dessus "president" est étiqueté comme appartenant au corpus "english", alors qu'il pourrait appartenir au corpus "french", de même pour "chocolate". Cela peut fausser le taux d'erreur, surtout si la liste est petite.

Question 7 :

En prenant en compte la probabilité à priori p(l), les résultats obtenus sont les suivants :  
ERROR: president : french au lieu de english  
ERROR: fatta : english au lieu de italian  
ERROR: daar : italian au lieu de dutch  
ERROR: peter : french au lieu de english  
ERROR: statistics : french au lieu de english  
ERROR: che : english au lieu de italian  
ERROR: chocolate : italian au lieu de english  
ERROR: thanks : dutch au lieu de english  
ERROR: mean : italian au lieu de english  
l = 0.47  
  
On obtient une baisse de la performance du programme suite à l'ajout d'une réponse fausse "statistics" considéré comme appartenant à "french" au lieu d'"english". Par ailleurs, les corpus observés ne sont pas assez représentatif des langues associées, c'est à dire qu'ils ne contiennent pas assez de mots et que leur taille, qui est déterminante dans le calcul de p(l), ne nous permet pas d'analyser les résultats obtenus. Il nous faudrait donc améliorer le modèle.  
  
3. Amélioration du modèle

- Augmenter la taille de données disponibles :

1. L'intérêt d'agrandir la base de test est d'augmenter le nombre de mots associés aux différentes langues, donc d'accroître la capacité d'analyse de notre programme.

2. A priori plus la taille de l'ensemble d'estimation est grande et représentative des langues associées au corpus, plus les performances sont grandes. Par ailleurs l'utilisation d'un alphabet de 26 lettres (sans accents) et le traitement des corpus avant analyse afin de correspondre à celui-ci ne nous permet pas de fournir une analyse efficace. Par exemple, un "ç" serait suffisant pour augmenter considérablement la probabilité d'appartenance du mot à la langue française.

- Utiliser un modèle plus compliqué :

1. Avec ce nouveau modèle la probabilité d'un mot sachant la langue s'écrit de la façon suivante :  
p(w/l) = ∏ p(wi/wi-1/l)

2. Afin d'adapter le modèle à notre programme, nous allons considérer que p(w1/w0/l) = p(w1) et que p(wi/wi-1/l) est égal à la fréquence du couple (wi-1, wi) dans le corpus l.

3. Nous avons essayé notre fonction de prédiction correspondante au modèle (stratégie "double lettre") avec les probabilités p(l) égales (stratégie "corpus égaux") et deux corpus plus représentatifs : "frenchPlus" et "englishPlus".  
Nos résultats sur la liste de mots de l'exercice précédent sont les suivants :  
ERROR: president : french au lieu de english  
ERROR: peter : french au lieu de english  
ERROR: chocolate : italian au lieu de english

l = 0.82  
On remarque que les trois mots ci dessus appartiennent aussi aux langues trouvées ce qui augmente les performances réelles de notre programme jusqu'à l=1.